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Abstract

Spiking Neural Networks (SNNs) have demonstrated
their superiority in many applications, such as image clas-
sification and semantics segmentation. However, the per-
formance of SNNs on image synthesis is still far behind that
of ANNs. In this project, our goal is to explore the possibil-
ity of using SNNs to generate images. First, we supplant the
generator and the discriminator in GANs with SNNs. Then,
we propose an SNN-based Module to extract and embed the
features of images. Abundant and concrete experiments are
conducted on MNIST and CIFAR-10 datasets.

1. Introduction
Imagination and creativity are two important aspects of

human intelligence. Image synthesis is a typical applica-
tion of these two aspects. Recently, Generative Adversarial
Networks (GANs) [1, 4, 7] and Denoising Diffusion Proba-
bilistic Models (DDPMs) [2,5] have achieved great success
in image synthesis. They could generate images that are
indistinguishable from real images. Meanwhile, the perfor-
mance of Spike Neural Networks (SNNs) [3, 6] is still far
behind that of Artificial Neural Networks (ANNs). With
belief that Spike could reveal the essence of human intelli-
gence, we explore the possibility of using SNNs to generate
images. Firstly, we replace the discriminator with an SNN
classifier. But when we use an SNN-based generator, the
performance becomes worse. To ameliorate this problem,
we supplant different parts of the generator with some spike
neurons. Finally, we propose a Spike Neural Module to ex-
tract and embed the features of images. Furthermore, we
conduct abundant and concrete experiments on MNIST and
CIFAR-10 datasets.

In summary, our contributions are as follows:

• We embed SNNs Module in to traditional GANs.
• We conduct abundant and concrete experiments on
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MNIST and CIFAR-10 datasets to illustrate the supe-
riority of SNNs.

• We give a detailed analysis of the results of experi-
ments, aiming to answer the question: Could Spike
Neural Networks Beat ANNs on Image Synthesis?

2. Methodology
In this section, we will elaborate in detail how we sup-

plant the traditional ANN-based generators and discrimina-
tors with the SNN-based corresponding ones. Also, a de-
scription of the performance of our models will be given.
More image generation results can be found in the experi-
ments section.

2.1. SNN-based Discriminator

Based on our knowledge that SNN models have the ca-
pability of image classification, our first idea is to use SNN-
based model as discriminator to guide the ANN-based gen-
erators. As for image generation tasks, the discriminator is
only carrying out a binary classification task, so the spike
encodings should be sufficient to provide information for
classification.

As it turns out, SNN discriminator does not affect the
quality of images generated. Although the images contain
more noises, they are still clearly identifiable. Since we
have done this experiment, for the upcoming sections, we
will remain the usage of SNN discriminator unless other-
wise stated.

2.2. Supplanting Generator with SNNs

Having achieved success with the SNN discriminators,
we now apply a progressive method to introduce spiking
modules gradually to the ANN generators to observe how
the performance will be affected.

Our intuition is that the position of spiking modules will
largely influence the performance of generators. Since our
original ANN generator is a deep convolutional neural net-
work, we would add spiking modules at the front, middle
and back of original ANN model.

The structure of our supplanted models is shown in fig-
ure 1. The left large blue block indicates the generator as a
whole, and the small green blocks indicates the position of



where the spiking modules are added to the generator and
what those modules are composed of.
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Figure 1. Structures of SNN supplanted Generators

We implemented three parallel generators 1 which have
same volume(with respect to parameters and layers) and
conducted experiments on these generators to observe their
performance. As it turns out, either adding spiking modules
at the front or at the back will not generate semantically
meaningful pictures. Only by adding spiking modules in
the middle of the generator can we get images comparable
to the fully ANN-based generators. A detailed illustration
and comparison of images will be shown in the experiment
section.

2.3. SNN Extractor

The success of supplanting generators with spiking mod-
ules inspire us to treat the SNN module as a whole instead of
embedding them into traditional ANN generators. We now
introduce a new structure of generator 2. In this generator,
we fully exploit the potential of SNN spiking outputs by
implementing SNN modules as sequence extractor. For any
input we want to sample from, we first encode them into
the latent space by traditional fully connected layers, then
we use a SNN extractor to extract features from the vec-
tors from the latent space. After that, we use convolutional
layers to integrate the features and generate actual image.
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Figure 2. Structure of Generator using SNN Extractor

Our results show that SNN does have the ability of ex-
tracting features from latent space. The quality of images
are comparable to those generated by embedding spiking
modules in the middle of generators.

3. Experiments
In this section, we will illustrate in detail the results of

our experiments, namely, the images generated by various

types of generators and discriminators. We will carefully
mark the generators and discriminators in use and show
some of the selected images they generated.

Note that for any generator we use, there will be two
kinds of discriminators, i.e. the ANN and SNN ones.
The generators are under our highlight, yet we will always
backup with two discriminators for rigorousness.

3.1. MNIST dataset

3.1.1 ANN Generator

We implemented the traditional ANN generator as our base-
line for further comparison. This ANN generator is a
deep convolutional generator, with three convolutional lay-
ers connected by batchnorm and upsampling layers. The re-
sults 3 are shown here for the sake of comparison for SNN
based generators to come.

(a) ANN discriminator (b) SNN discriminator

Figure 3. ANN generator results

3.1.2 SNN-supplanted Generator

From our experiments, the middle-part SNN-supplanted
generators work well. The images 4 generated are mean-
ingful and clearly recognizable. The drawbacks remain that
the images are sort of affected by noises, yet that do not
harm the whole quality of images.

Though the middle-part embedding method works, ei-
ther front or back embedding does not work. The images
from these two methods 6 will be provided and analyzed in
upcoming sections.

(a) ANN discriminator (b) SNN discriminator

Figure 4. Middle-supplanted generator results
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3.1.3 SNN Extractor embedded Generator

The images 5 generated by our generator using SNN extrac-
tor are slightly distorted compared to those generated by our
previous methods. Yet they do hold semantically meaning-
ful results. The reason why generator with individual SNN
extractor module does nor work as well should be that SNN
modules are unstable, hence lacking some information dur-
ing the extracting process.

(a) ANN discriminator (b) SNN discriminator

Figure 5. SNN extracting generator results

3.1.4 Classic failures with SNN Generators

We also collected some of the classic unsuccessful images 6
from our experiments, especially from those generated with
spiking modules added to the front or back of the gener-
ators. Moreover, SNN-based generators need proper pa-
rameter initialization to function well. Our observation is
that SNN modules are highly unstable and the gradients are
prone to explode or vanish, hence lossing information dur-
ing the forward or backward process.

(a) Meaningless results (b) Mode collapse

(c) Mode stagnation (d) Locally optimal

Figure 6. Classic unsuccessful results

3.2. CIFAR10 dataset

3.2.1 ANN Generator

Same as the MNIST dataset, we still first implemented the
ANN generators as our baseline. The structures of networks
are identical to those used in previous section, we only mod-
ified the output channels.

(a) ANN discriminator (b) SNN discriminator

Figure 7. ANN generator results

3.2.2 SNN-supplanted Generator

As for the SNN-supplanted generators, only those middle-
supplanted ones provide meaningful results. Here are some
of the selected results of our generators.

(a) ANN discriminator (b) SNN discriminator

Figure 8. Middle-supplanted generator results

4. Conclusion

We have implemented two paradigms of introducing
spiking modules and SNNs into the world of traditional
ANNs. Our method of integrating spiking modules with
convolutional layers and fully connected layers works well
on the image generation task, and our method of assembling
SNNs with other modules reveal great potential of SNNs to
encoding or extracting features, especially when cooperat-
ing with traditional ANNs.

Our insight from abundant and concrete experiments is
listed as follows:

• The gradients of SNNs are unstable, hence the perfor-
mance is prone to be affected by initialization.
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• On account of the characteristics that SNNs are less
sensitive to noises, the SNNs need to be embedded
with fully connected layers before actually extracting
features from the inputs.

• Since SNNs generate outputs represented by zero-one
sequence, they are not ideal to serve as the last layer
of an integrated network. Outputs from SNNs need to
be decoded or mapped by convolutional(or other non-
spiking) layers to work well.

Could Spike Neural Networks beat ANNs on Image Syn-
thesis? The answer is that SNNs can at least perform
equally well as ANNs for now, even though not outperform-
ing ANNs. What is of significance is that the potential of
SNNs cannot be neglected. With more research done and
more efficient implementation accomplished on SNNs, we
believe that SNNs will finally find their place to shine.
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